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Abstract 

Introduction: Circular RNAs (circRNAs) are increasingly recognized as key regulators of gene expression due to their 

unique closed-loop structure and involvement in various cellular processes. This study investigates the utilization of machine 

learning algorithms in predicting circRNA-disease associations. 

Methods: This study proposes a novel deep learning approach leveraging artificial neural networks (ANN) for circRNA 

classification. The methodology involves data collection from circRNA databases, k-mers counting for feature extraction, 

Gaussian blur implementation for data smoothing, and ANN-based model training. 

Results: Evaluation of the trained models based on precision, recall, and f1-score metrics shows an overall accuracy of 

0.7511, with an average precision score of 0.7982, recall of 0.7511, and f1-score of 0.7637. 

Discussion: The results indicate that our ANN-based algorithm effectively detects and classifies circRNA datasets with 

considerable accuracy. Compared to the algorithm from past research, our algorithm is also shown to have less computational 

power. 

Conclusion: Comparative analysis demonstrates improved performance compared to previous algorithms, suggesting its 

potential for widespread implementation due to reduced computational requirements and simpler implementation. 
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Introduction 

Circular RNAs (circRNAs) represent a category of 

single-stranded RNA molecules characterized by the 

absence of 5′ caps and 3′ polyadenylated tails, forming a 

covalently closed continuous loop structure [1]. Recent 

research indicates that circRNAs play a distinct role in 

regulating human gene expression [1]. They are produced 

through noncanonical RNA splicing by back splicing or 

head-to-tail splicing (see Figure A1 in Appendix), which 

deviates from typical splicing patterns [2]. This process can 

increase transcriptome diversity and contribute to the 

complexity of gene regulation and protein diversity [2]. The 

evolutionarily conserved sequence characteristics observed 

across diverse species, tissues, and developmental stages 

contribute to distinctive patterns of circRNAs [1]. These 

patterns play an important role in governing post-

transcriptional gene regulation [1]. 

CircRNAs are emerging as valuable biomarkers due to 

their high stability and tissue-specific expression patterns, 

making them reliable biomarkers due to their consistent 

levels in different biological samples [3]. CircRNAs can be 

released from cells, including via exosomes, allowing for 

their detection in bodily fluids like blood or urine, enabling 

non-invasive diagnostic approaches [3]. Altered circRNA 

levels, such as circ_0004277 in acute myeloid leukemia, 

can indicate disease presence, progression, and response to 

treatment, highlighting their importance as biomarkers for 

various diseases [3]. These findings emphasize the various 

uses of circRNAs as biomarkers for disease. 

Nowadays, machine learning has been utilized in 

bioinformatics fields to identify the regulatory interaction of 

cirRNAs [4], offering the potential for disease detection. 

Researchers examined databases and tools dedicated to 

circRNA-disease studies and comprehensively reviewed 

computational methods, including network propagating-

based, path-based, matrix factorization-based, deep learning-

based, and other machine learning approaches [5]. These 

computational methods significantly expedite the process  

of identifying potential circRNA-disease associations. 

However, the accuracy of these predictions is constrained 

due to the insufficient number of experimentally confirmed 

associations in the reference dataset [5]. 

The rapid development of machine learning has 

enhanced the prediction of circRNA-disease associations. 

For instance, Wang et al. (2020) introduced a machine-

learning framework that incorporates Gradient Boosting 
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Decision Tree (GBDT) to identify circRNAs from RNA-

sequencing data, with a high degree of accuracy [6]. Xiao et 

al. (2019) proposed an integrated computational framework, 

in which a weighted low-rank approximation optimization 

algorithm with dual-manifold regularizations was developed 

to identify disease-associated circRNAs [7]. 

Current models for predicting circRNA-disease associ 

ations are complex, despite the simplicity of circRNAs. This 

complexity, driven by intricate circRNA datasets, can lead to 

overemphasis on irrelevant details or noise. For instance, 

Yuan et al. (2021) proposed a simplified alternative model to 

identify circRNA-RBP (circular RNA binding protein) 

interactions called ResNet-18 [8]. However, this ResNet-18 

model used a large model size, resulting in greater incidences 

of overfitting compared to its simplified model. This 

overfitting can result in a lack of generalization ability when 

the model encounters new data [9]. Conversely, simpler 

models are less susceptible to overfitting [10] and easier to 

interpret [11], resulting in more reliable performance, 

particularly in situations where the dataset is limited or 

contains noise. 

While previous studies have used complex compu 

tational models to predict circRNA-disease associations, 

this study proposes a simpler model using Artificial Neural 

Networks (ANN) (see Figure A2 in Appendix). ANN is a 

simplified type of algorithm used in the Deep Learning 

approach which can provide high accuracy and reliability, 

as well as generalization to the new data [12]. Due to this, 

these simpler models might be faster to train and execute 

large datasets, making them more feasible for analysis. This 

study developed a suitable algorithm for designing and 

implementing a deep-learning model for circRNA 

classification with high accuracy. The model's performance 

was evaluated using precision, recall, and f1-score. 

Therefore, the accuracy of the proposed deep learning 

model for circRNA classification can be investigated. 

 
Methods 

 
 

Figure 1. Overall Methodology Flowchart. Created with Adobe Illustrator. 
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This study aimed to create an algorithm based on 

artificial neural networks to detect and classify models. 

Overall, the method was divided into several parts: data 

collection, vectorization, preprocessing, model training, and 

algorithm evaluation. The algorithm was also divided into 

two parts, RNA detection, and RNA classification. All the 

available code may be found here: https://github.com/ 

Evintkoo/circrna_classification. 

 

Dataset Collection 

Data was collected from circAtlas (https://ngdc.cn 

cb.ac.cn/circatlas/links1.php) and processed with Python 

programming language. The data provided by circAtlas has 

already undergone the process of cleaning and is therefore 

readily available for use. The data consisted of the 

sequences of non-coding circular RNA & non-coding non-

circular RNA (mRNA). It was converted into a vector 

before being processed with the k-mers counting. 

 

Counting K-Mers 

K-mer counting is the method of counting the number 

of subsequences with a length of “k" within a set of RNA 

sequences dataset, where “k” is a positive integer [13]. The 

length was chosen by the user (k = 4) based on this formula 

(where l = length of sequences) [14, 15]: 

𝑘 = log𝑘(𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑜𝑓 𝑙) 

For k = 4, there are 4-mers obtained, e.g., {ACGT, 

GTAA, CGTT} which then can be processed with the 

following algorithm. 

 

Gaussian Blur Implementation 

Blurring is one of the techniques in data processing to 

smoothen the collected values in the dataset. This study 

implemented a Gaussian function to smoothen the 

vectorized non-coding RNA sequence. The data was 

reprocessed with the Gaussian blur to improve the accuracy 

[16], using this formula: 
 

𝑓(𝑥) = 1/(𝜎𝑠𝑞𝑟𝑡(2𝜋))𝑒−1/2((𝑥−𝜇)/𝜎)2
 

 

The value of sigma was 1 because it is often chosen as 

it provides a moderate amount of blurring, computational 

efficiency, and flexibility for adjustment. 

 

Data Splitting 

Then, the data was split using a ratio of 80:20, which 

means 80% of the data is for training and 20% for 

validation data [17]. This also means that the data for 

validation was not used to train the model to increase the 

reliability of the evaluation score. 

Model Training 

 
 

Figure 2. a) Detection Model Architecture and b) Classification Model Architecture. Created with https://www.drawio.com/. 
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The Artificial Neural Network (ANN) was proposed 

for the model training, in which the training process starts 

by assigning arbitrary initial connection weights, then 

updated until an acceptable training accuracy is achieved 

[18]. The proposed multi-classification neural network 

structure is arranged into an input layer (length: 256 nodes), 

5 hidden layers, and an output layer. Every hidden layer 

was followed by a dropout layer to prevent overfitting [19] 

and a Leaky Rectified Linear Unit (ReLU) for adding non-

linearity in the neurons [20]. However, there is no dropout 

layer after layer 5 as it did not provide additional benefits to 

the model’s performance. The output layer is followed by 

the log softmax activation function that normalizes the 

output values into probabilities. 

Artificial Neural Network was implemented for both 

detection and classification models. Dropout layer was 

added in each layer of the classification model Leaky ReLu 

activation function was added for each layer in the 

classification and detection model. 

 

 

Table 1. Hyperparameter for Model Training  

Parameter Detection Model Classification Model 

Batch Size 64 64 

Learning Rate 410−  410−  

Optimizer Function Adam Optimizer Adam Optimizer 

Loss Function Binary Cross Entropy Negative Log Likelihood 

Accuracy Metric Binary Accuracy Multiclass Accuracy 

Total Epoch 50 5000 

 

Evaluation 

 
 

Figure 3. Flowchart Diagram for Combined Deep Learning Algorithm. Created with Adobe Illustrator. 
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Both models were combined as Figure 3 described, 20 

percent of the data was used to test the model performance 

with precision (positive predictive value), recall, and f1-

score for each class. Precision is calculated as the ratio of 

correctly predicted positive instances to the total predicted 

positives, focusing on the accuracy of positive predictions 

made by a model, precision = True Positive/(True Positive 

+ False Positive). 

Recall is determined as the ratio of correctly predicted 

positive instances to the total actual positives, emphasizing 

the model's ability to capture all relevant positive instances, 

recall = True Positive/(True Positive + False Negative). 

The F1-score, a harmonic mean, provide a balance 

between precision and recall by considering both false 

positives and false negatives, f1 – score = 2 × precision × 

recall / (precision + recall) [21]. 

These evaluations will provide a comprehensive 

understanding of the model's performance and its 

effectiveness in positive predictions. 

 

Results 

Figure 4 shows the training and validation loss function 

over the epoch of the detection model. Overall, the training 

and validation loss value shows a decreasing trend along 

with the increasing training model. The figure also showed 

that both training and validation loss values had a similar 

trend until the end of the training process. As shown, at the 

beginning there is a sudden drop of both loss values, while 

continued with a slow decrease of loss value. 

Figure 5 shows the training and validation accuracy 

score of the detection model for each epoch number. The 

figure shows a rapid increase in training and validation 

accuracy scores at the beginning of the training process 

(from 0.7025; 0.87019 to 0.97992; 0.98098). The figure 

above also showed that both training and validation 

accuracy scores were increasing at roughly the same rate. 

The increasing trend slowly drops along with the number 

of epoch training. 

Figure 6 shows the validation loss for each epoch of 

the training process for the classification model. As shown 

above, there was a decreasing trend for both training and 

validation loss along with the increasing number of epochs. 

However, on the 125th epoch, the decreasing trend of 

validation loss was changed into an increasing trend along 

with the increase of the number of epochs, while the 

training loss had a slower rate of decreasing value. 

Figure 7 shows the training and validation accuracy of 

the training model for the classification model. The graph 

shows that the training and validation loss had a slow 

increment trend at the small epoch number, while at the 

15th epoch, there is a trend change that shows a logarithmic 

increase up until the end of the training process. On top of 

that, both validation and training accuracy increased with 

similar rates and values up until the end of the training 

process. 

 

 

 
Figure 4. Train and Validation Loss per Epoch for the Detection Model. Created with Microsoft Excel. 
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Figure 5. Train and Validation Accuracy per Epoch for Detection Model. Created with Microsoft Excel. 

 

 
Figure 6. Train and Validation Loss per Epoch for Classification Model. Created with Microsoft Excel. 

 

 

 
Figure 7. Train and Validation Accuracy per Epoch for Classification Model. Created with Microsoft Excel. 
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Table 3. Total Parameter on Prediction and Classification Model  

Model Type Total Parameter Training Accuracy Validation 

Accuracy 

Time per Prediction 

per RNA 

Detection Model 23233 0.9954 0.9954 0.047 ms 

Classification Model 11546120 0.9059 0.9059 0.093 ms 

 

The algorithm consisted of two parts: a detection 

model and a classification model. The detection model 

performed well, with a low loss score of 0.002 on training 

and 0.005 on validation, and high accuracy of 99.54% for 

both training and validation. The classification model 

showed decent progress, with a training loss of 0.001, 

validation loss of 2.36, and similar training and validation 

accuracy of around 90.59%. 

 

Table 4. Accuracy, Precision, and F1-Score Table of Various Proposed Model  

Method Accuracy Precision F1-Score 

Our algorithm 0.7511 0.7982 0.7637 

SVM [22] 0.7328 0.7742 0.7921 

RF [22] 0.7186 0.7393 0.7918 

Att-CNN [22] 0.7264 0.7452 0.7696 

Att-RNN [22] 0.7030 0.7189 0.7541 

PredcircRNA [22] 0.5696 0.6218 0.5577 

nRC [22] 0.7410 0.7662 0.8039 

circDeep [22] 0.6140 0.7495 0.7229 

DeepCirCode [22] 0.8129 0.9271 0.8365 

JEDI [22] 0.8654 0.9074 0.8909 

 

The overall algorithm showed that the accuracy of the 

proposed algorithm was 0.7511, with the average precision 

score of 0.7982, recall score of 0.7511, and f1-score of 

0.7637. Compared to other similar methods such as 

CircDeep, the proposed method was evaluated with a 

higher score, while still relatively less accurate than 

DeepCirCode. When compared with other types of neural 

networks, such as Att-CNN and Att-RNN, the proposed 

method demonstrates slightly higher evaluation scores than 

both deep learning algorithms. 

 

Table 5. Model Runtime  

Method Time per Prediction per RNA 

Our method 0.14 ms 

SVM [22] 0.84 ms 

RF [22] 0.62 ms 

PredcircRNA [22] 1.29 ms 

JEDI [22] 4.87 ms 

DeepCircCode [22] 6.74 ms 

nRC [22] 7.22 ms 

Att-CNN [22] 23.67 ms 

Att-RNN [22] 91.35 ms 

circDeep [22] >1s 

 

The proposed method's runtime was significantly faster 

than other existing algorithms, taking only 0.1 milliseconds 

to predict one RNA. It was at least ten times faster than 

similar models like DeepcirCode and circDeep, six times 

faster than SVM, four and a half times faster than RF, and 

less than a hundredth of the time needed by different deep 

learning algorithms such as Att-CNN and Att-RNN. 

 

Discussion 

The objective of this experiment was to create a 

machine-learning model that can detect and classify 

different types of circular RNA with a high accuracy score 

by using an artificial neural network. The result of this 

experiment shows that the designed artificial neural 

network was able to detect and classify the circular RNA 

dataset with the value of evaluation score. 
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The similarity between both training and validation 

evaluation scores shows that there was not an underfitting 

and overfitting issue on the detection model. However, the 

high difference between the end result of training and 

validation loss in the classification model showed an 

indicator of overfitting that occurred in the training process. 

The similarity between the training and validation scores in 

terms of accuracy did not indicate an overfitting result, 

which contradicted the loss evaluation of the model.  

Table 3 also shows the number of artificial neural network 

parameters in both detection and classification models. The 

number of parameters of a model shows how complex and 

large the model is to be implemented. The first model 

shows that the number of parameters is relatively small. 

The first model would likely be a simple and small model 

that could be deployed with only CPU power since it only 

needs smaller amounts of computing power. On the other 

hand, the classification model would likely have a higher 

computational power to classify the circular RNA. Based 

on the computational power requirement, the proposed 

algorithm would have an advantage while detecting the 

RNA, since the algorithm would not use the classification 

model if the result of the detection model shows that it was 

not a circular RNA. 

By comparing the evaluation score, the proposed method 

was also shown to have a better accuracy compared to SVM 

and RF, which showed that the proposed algorithm has a clear 

advantage in classifying circular RNA compared to different 

algorithms that have been tested. The results suggest that the 

proposed algorithm's architecture and training process 

contribute to its superior performance in identifying circular 

RNA sequences. Further research could explore the specific 

features of the algorithm that enable it to outperform other 

machine learning and deep learning methods in this task. 

Additionally, future studies could investigate the potential 

applications of this algorithm in various fields, such as 

biomedical research and drug discovery, where accurate 

identification of circular RNA plays a crucial role. 

The proposed algorithm would likely have less 

computing power and simpler implementation compared to 

the past research, which would make its implementation 

less costly and more efficient. The significant reduction in 

runtime suggests that the proposed method has the potential 

to be more widely adopted due to its computational 

efficiency. This could lead to faster and more cost-effective 

RNA prediction in various applications, such as biomedical 

research and drug discovery. Furthermore, the simplicity of 

the proposed algorithm's implementation may encourage 

more researchers and practitioners to utilize this method, 

fostering collaboration and advancements in the field of 

RNA prediction. The reduced computational requirements 

and streamlined implementation of the proposed algorithm 

could also make it more accessible to researchers with 

limited computational resources, enabling them to 

contribute to the field and accelerate progress in RNA 

prediction and related areas of study. 

This study suggests that the implemented algorithm that 

was based on an artificial neural network resulted in a decent 

value of accuracy and was evaluated to have better scores 

compared to the other past research [22]. By conducting 

runtime analysis, the proposed method is also shown to have a 

better efficiency in time and algorithm complexity, which 

leads to less computational power. Hence, the proposed 

algorithm might have a greater accuracy, while also having 

less computational power which made the model best to be 

commercialized and implemented widely. 

However, this study has several limitations, such as the 

limited circular RNA dataset that only used human non-

coding circular RNA to train the model which might reduce 

the accuracy of the model in its implementation. Another 

possible limitation was the training result, especially on the 

classification model, which shows that there is an indication 

of model overfitting even though the implemented model 

already has dropout layers. On top of that, another 

vectorizer algorithm to convert RNA into vectors might be 

implemented to increase the accuracy of the model. 

 

Conclusions 

This study aimed to create an algorithm based on 

neural networks to detect and classify non-coding circular 

RNA with a high accuracy score. This study implemented 

an ANN as the detection and classification model and 

evaluated its accuracy, precision, recall, and f1-score. The 

results demonstrate that the proposed method was 

comparable to other similar algorithms. However, our 

algorithm was determined to have a better evaluation score 

compared to most other existing algorithms. In conclusion, 

the proposed algorithm was able to detect and classify the 

non-coding circular RNA with a high accuracy score. 
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RNA: ribonucleic acid 

circRNAs: circular RNAs 

NSCLC: non-small cell lung cancer 

ncRNAs: non-coding RNAs 

GBDT: gradient boosting decision tree 

ANN: artificial neural networks 
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SVM: support vector machines 
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